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A B S T R A C T

The present study applies two transformer models (BERT; GPT-2) to analyse argumentative essays produced
by two first-language groups (Czech; English) of second-language learners of Korean and investigates how
informative similarity scores of learner writing obtained by these models explain general language proficiency
in Korean. Results show three major aspects on model performance. First, the relationships between the
similarity scores and the proficiency scores differ from the tendencies between the human rating scores and
the proficiency scores. Second, the degree to which the similarity scores obtained by each model explain the
proficiency scores is asymmetric and idiosyncratic. Third, the performance of the two models is affected by
learners’ native language and essay topic. These findings invite the need for researchers and educators to
pay attention to how computational algorithms operate, together with learner language characteristics and
language-specific properties of the target language, in utilising Natural Language Processing methods and
techniques for their research or instructional purposes.
. Introduction

With the recent advancement of Natural Language Processing (NLP)
echniques, learner corpus research has progressed in revealing the
evelopmental trajectories of second language (L2) learners by auto-
atically analysing large-scale corpora of learner production (Meur-

rs and Dickinson, 2017; Weiss and Meurers, 2021). Amongst many
reas of NLP-assisted learner corpus research, text quality concerns
he semantic–pragmatic aspects of language use in learner corpora
Burstein et al., 2013; Crossley and McNamara, 2013; Crossley et al.,
019; Cummins et al., 2016). Studies have shown positive relationships
etween the quality of writing and human raters’ evaluation (Crossley
nd McNamara, 2013) and between the proficiency and similarity of
poken production to a test prompt (Crossley et al., 2019). As text
uality is multifaceted and ‘invisible’ in nature, researchers often opera-
ionalise its measurement by employing concrete, ‘visible’ features such
s coherence by way of cohesion devices and the degree of similarity
elative to the native norm (Crossley et al., 2019), with the present
tudy focusing on the latter. Particularly for the similarity feature,
LP techniques play a major role in data processing and measurement
uantification (Burstein et al., 2013; Crossley et al., 2019; Dascalu
t al., 2017; Panigrahi et al., 2018). To illustrate, Dascalu et al. (2017)
nvestigated the semantic complexity of Dutch corpora with computa-
ional methodologies (e.g., Wu-Palmer semantic distance, Latent Semantic
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Analysis), showing meaningful correlations between text scores and the
degree of paragraph elaboration measured by lexical diversity. Crossley
et al. (2019) also conducted automatic text analysis for cohesion with
semantic indices obtained from several NLP techniques (e.g., Latent
Semantic Analysis, Latent Dirichlet Allocation, Word2Vec) and found con-
siderable similarity between learners’ oral production and test prompts
in the TOEFL-iBT integrated speaking task as proficiency increased.

Despite the recent endeavour to automatically evaluate the text
quality of learner corpora, we identify two major points for consider-
ation. First, the roles of NLP techniques in text quality measurement
need clarification concerning specific constructs of L2 competence.
Many studies on text quality analysis have employed these techniques
in various ways (Crossley and McNamara, 2013; Cummins et al., 2016;
Panigrahi et al., 2018) but have not distinctively revealed how each
technique addresses learner constructs such as proficiency. As these
techniques differ in their assumptions and technical details of appli-
cation, each technique may explain the same construct of interest
differently. Hence, an investigation into how NLP techniques reveal
learner constructs in text quality measurement is needed. Second, the
application of NLP techniques to text quality assessment of learner
corpora occurs in a restricted range of languages, primarily in L2-
English. In contrast, few studies target L2s other than English. This
sampling bias raises concern about whether and to what degree the
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implications of previous studies hold for underrepresented languages,
particularly those that differ typologically from the commonly sampled
languages (cf. Bender et al., 2021).

This study aims to fill these gaps in two major directions. First,
we employ L2 writing produced by learners of Korean. This language,
understudied in the field, is characterised by the productive use of
particles and suffixes attached to nominals and predicates, together
with scrambling and omission of sentential components (Sohn, 1999).
Its language-specific properties also make it a computationally chal-
lenging language (Kim et al., 2007; Shin and Jung, 2021). Despite the
increasing popularity of L2-Korean worldwide, studies on the automatic
analysis of L2-Korean learner corpora are lacking. Few studies have
conducted text quality measurement (Cho and Park, 2018; Park and
Lee, 2016), and they have grave issues regarding how they interpret
their findings, control for learner background, and use NLP techniques.
These issues limit the implications of these studies and weaken the
reproducibility of procedures and results, which are essential to learner
corpus research.

Second, we compare two computational models — Bidirectional
Encoder Representations from Transformers (BERT ; Devlin et al., 2018)
and Generative Pre-trained Transformer 2 (GPT-2; Radford et al., 2019)
— against the same dataset and learner construct. How neural networks
capture human language behaviour is of growing interest amongst
researchers (Contreras Kallens et al., 2023; Futrell and Levy, 2019; Oh
et al., 2022; Warstadt et al., 2019; Xu et al., 2023; cf. Warstadt and
Bowman, 2023 for a general overview); research has shown that the
transformer architecture, which reduces sequential computation and
relies entirely on an attention mechanism (Vaswani et al., 2017), yields
better performance on language tasks than previously proposed recur-
rent models (Hawkins et al., 2020). Despite this significant finding,
we are not aware of any empirical study that applies transformers
to learner corpora, compares their performance in relation to learner
constructs, or targets non-Indo-European language in this regard.

Together, we investigate the two models’ performance concerning
text similarity (as one specific and concrete index of text quality)
with reference to general L2 proficiency (as a specific and concrete
index of L2 competence). We specifically test how similarity scores of
L2 writing (relative to native speaker writing) explain L2 proficiency
(quantified through a separate measurement). Given the lack of studies
that have pursued this inquiry in this manner, our study is innovative
and explorative.

1.1. Two transformers: BERT and GPT-2

In computer science, a neural network, analogous to a biological
neural network in a brain, is a computing system comprising weighted
and layered interconnections between processing units (loosely mod-
elling neurons in the brain) responding to input in parallel and produc-
ing output through propagation (see Kriesel, 2007 for in-depth descrip-
tions of neural networks). After the initial proposal on neural-network
computing in the 1940s, Rosenblatt (1958) developed a two-layer
network, dubbed the Perceptron, which learns certain classifications by
adjusting connection weights; this seminal work laid the foundations
for later work in neural-network computing. Since then, the learning al-
gorithms and procedures of neural-network systems have been steadily
reconstructed, and they are now employed in various disciplines due to
their efficient performance on data analysis factors (Wang et al., 2017).
Through this development, neural networks in computing have become
much less like biological neural networks (Crick, 1989), requiring a
massive amount of training data for optimal operation (e.g., Edwards,
2015).

Transformer utilises the attention mechanism (Bahdanau et al.,
2015) for effective computation. This mechanism identifies the most
relevant parts of that sequence for processing by enhancing each part
of the input sequence differently, considering various pieces of informa-

tion about the whole sequence (see Vaswani et al., 2017 for in-depth
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descriptions of this architecture). This enhancement allows the trans-
former architecture to retain information from the early-appearing ele-
ments when handling long input sequences during information process-
ing, thus achieving state-of-the-art performance in many downstream
tasks (Ludwig et al., 2021; Vaswani et al., 2017).

In contrast to context-free word-embedding techniques, BERT (De-
vlin et al., 2018) proactively considers the context for each occurrence
of a word through two specific procedures: masked language model
(by masking some words in a sentence input randomly and predicting
these masked words based only on the context suggested by other
words surrounding the masked words) and next sentence prediction (by
determining whether one sentence comes after another within the data
in a binary manner) (see Devlin et al., 2018 for the technical details
on BERT). The precise reasons for BERT’s state-of-the-art performance
on various downstream tasks remain under debate (Clark et al., 2019).
However, an emerging line of research applies BERT to address lin-
guistic inquiries (Hawkins et al., 2020; Warstadt and Bowman, 2020)
and improves its performance by modifying model specifications. Some
studies have employed BERT for automated essay scoring of L1 writing
(see Ramesh and Sanampudi, 2022 for the extensive review on this
work), demonstrating its strength and robustness in this task (Ludwig
et al., 2021; Wangkriangkri et al., 2020) while showing its need for
an exceedingly large number of parameters and its potential short-
comings in retaining previously learnt information from given datasets
(Ormerod et al., 2021; Rodriguez et al., 2019). One recent study (Xue
et al., 2021) extended this line of work by utilising BERT for scoring
L1-Chinese L2-English learner writing, reporting a decent level of parity
between BERT and human scorers.

GPT-2 (Radford et al., 2019) differs from BERT in motivation and in-
ternal composition. The former aims to accommodate a general-purpose
learner whose learning trajectories are not subject to task types. There-
fore, the model-training process does not rely on the specifics of data
or tasks at hand. Moreover, fine-tuning through extensive modifications
of hyperparameters or the architecture is not necessary, it learns what
it must learn in an unsupervised (or self-supervised) manner. Such
domain generality requires large datasets and many parameters from
the outset. Indeed, GPT-2 has 1.5 billion parameters, trained on a
dataset of eight million web pages, indicating the resource intensity
in utilising this model (see Radford et al., 2019 for the technical
details on GPT-2). Despite the continuous development of the GPT-
n architecture, GPT-2 displays state-of-the-art performance in many
language tasks (Goldstein et al., 2022a,b; Hosseini et al., 2022)), and
with this enhanced capacity, researchers attempt to extend it to other
lesser-studied languages (de Vries and Nissim, 2021). Liu et al. (2021),
amongst others, investigated the parity between GPT-2 and human
rating concerning various text quality indices (e.g., fluency, narrativity,
language use). They compared the model’s perplexity scores on several
datasets, including Wikipedia articles and L1/L2 essays, all of which
were written in English, with the human raters’ evaluation scores.
They found asymmetric degrees of correlation between the perplexity
scores and the indices, also highlighting possible factors that may have
affected the model performance: learner language characteristics, use
of proper names or rare loanwords, genre-specific writing style, and so
forth.

2. Methods

We developed two transformer models to analyse learner essays
collected from two groups of learners whose L1s were either Czech
(synthetic, highly inflectional, active agreement system, flexible word
order) or English (analytic, little inflection, less active agreement sys-
tem, fixed word order), which are typologically contrastive but both
Subject–Verb–Object languages. We compared the relationship between
proficiency and automatic measurement (similarity scores of learner
writing, relative to native speaker writing, obtained from each model)
and manual measurement (human rating scores) as a reference com-

parison. We note that our choices and decisions in conducting this
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Table 1
Information about data by topic.

Topic L2 learner Native speaker

CZH ENG Mean (SD) Min Max

Mean (SD) Min Max Mean (SD) Min Max

1 95.26 (33.18) 38 158 110.76 (29.82) 58 179 173.36 (57.85) 91 306
2 85.03 (30.26) 30 154 107.71 (35.96) 46 198 162.28 (52.48) 90 268
3 91.76 (32.42) 29 156 101.41 (32.34) 36 169 160.28 (52.41) 81 265

Note. The numeric values indicate the number of eojeols. An eojeol refers to a white-space-based segment which serves as a minimal language unit in Korean.
Table 2
Summary of model specification.

BERT GPT-2

Pre-trained model KoBERT a KoGPT2-base-v2b

Tokenisation Syllable-based; WordPiece Syllable-based; Byte Pair Encoding

Hyperparameters Epoch: 30; Batch: 32; Sequence length: 256; Learning rate: .0001;
Seed: 42; Epsilon: .00000001

a https://github.com/SKTBrain/KoBERT
b https://github.com/SKT-AI/KoGPT2
tudy stand on resource-wise limitations when individual researchers
n academia utilise large language models and employ computational
rocedures relating to those models (e.g., restricted access to the lat-
st algorithms [e.g., GPT-4] and pre-trained models, weak computing
ower, high cost for using GPUs or external servers).

.1. Data collection

We recruited a total of 68 learners from two groups: 34 L1-Czech
2-Korean (CZH; 𝑀𝑎𝑔𝑒 = 24.0; SD = 2.69) and 34 L1-English L2-Korean
ENG; 𝑀𝑎𝑔𝑒 = 26.1; SD = 4.43) learners, all non-heritage speakers of
orean and university students at the moment of testing. The amount of

ime spent in South Korea varied among participants (two to 10 years,
𝑦𝑒𝑎𝑟 = 4.00, SD = 2.02 for CZH; one to 15 years, 𝑀𝑦𝑒𝑎𝑟 = 5.68,

SD = 3.36 for ENG). We also recruited 25 native speakers of Korean
as a control group (𝑀𝑎𝑔𝑒 = 23.6, SD = 4.10). Participants joined an
online meeting room and were asked to write three argumentative
essays on a separate sheet of paper for 20 min each. We adapted essay
topics from the Test of Proficiency in Korean (Topic 1: Is early language
education necessary for children?; Topic 2: Do we need to learn history?;
Topic 3: Which do you prefer, competition or cooperation?). The prompts
were presented in Korean and each L1 to ensure the participants’
clear understanding of these topics. The use of electronic devices was
prohibited during the session.

Learner participants joined a proficiency measurement session
through the Korean C-test (Lee-Ellis, 2009), comprising paragraphs
with syllable-unit blanks, which test takers fill in based on each
paragraph’s context. The reliability and validity of this test in revealing
general language proficiency were verified (Lee-Ellis, 2009; see also
Eckes and Grotjahn, 2006; McKay, 2019). To improve the efficiency
of the entire data collection process, we used the first four out of
five excerpts in the test (the highest score: 188), following Lee-Ellis
(2009). The participants’ minimum and maximum scores from this test
were 63 and 186, respectively (𝑀𝑠𝑐𝑜𝑟𝑒 = 103.74, SD = 25.66 for CZH;

𝑠𝑐𝑜𝑟𝑒 = 110.59, SD = 30.30 for ENG). An independent samples t -test
howed no statistical by-group difference in the scores (t(66) = −1.006,
p = .318), indicating that proficiency in the two learner groups was not
substantially different.

2.2. Data processing1

Two native Korean transcribers converted hand-written essays into
machine-readable electronic files per participant and per topic, with

1 See this repository for the code and dataset.
3

typos and spelling/spacing errors retained (Table 1). We verified that
their conversions were identical; if there was any mismatch, we re-
viewed all instances of disagreement and resolved them. Further inspec-
tion of the data revealed no direct use of the prompts in the essays.

Table 2 summarises the characteristics of the two transformer mod-
els that we developed. With the Python package Transformers and the
pre-trained models respective to each model, we created our models
by modifying model hyperparameters to obtain optimal outcomes, con-
sidering the recommendations and suggestions from previous studies
(Alfaro et al., 2019; Dai et al., 2023; Kishimoto et al., 2020; de Vries
and Nissim, 2021). No such pre-trained model for L2-Korean had been
developed, and creating L2-Korean pre-trained models was impossible
due to the limited data gathered, so we had to use the existing pre-
trained models based on L1-Korean. We note that comparing variations
of the transformer models with hyperparameter changes was not the
primary interest of this study.

To compose input data, we created a data frame comprising rows
indicating sentences of learner writing by topic and group and columns
showing documents (including learner writing individually and native
speaker writing as a whole) by group. This data frame was used to
fine-tune each model: for BERT, every sentence in the rows contained
[CLS] (‘classification’; marking the start of a sentence) and [SEP]
(‘separation’; marking the end of a sentence) before and after each
sentence, respectively, to indicate sentence boundaries; for GPT-2, no
such addition occurred. The treatment for BERT was necessary due to
the package that we used.

For model training, we first tokenised the sentences with the labels
excluded. The maximum number of tokens in one sentence was set to
256 for the optimal model training; the model automatically trimmed
any sentence that exceeded this limit. After that, we converted tokens
in each sentence into 0 (not attested) or 1 (attested). All the information
obtained by that process was transformed into a tensor – a data format
reducing the size to increase processing speed. We then proceeded to
the model-training process with a batch size of 32 for random sampling
of the data per epoch to avoid excessive memory consumption. We
parameterised the process in two ways: the epsilon had an initial value
of .00000001 to prevent any division by zero, and the learning rate
had an initial value of .0001. These values were automatically updated
with the outcomes of each training epoch. The initial value allowing the
model to run, seed, was set to 42. The training occurred 30 times per
epoch with a batch size of 32, from the initial model with the zero value
of gradients to an optimal model with updated values through forward-
and back-propagation (cf. Xu et al., 2020). We chose the epoch size 30,
with a minimised loss value (i.e., the difference between outcomes from
a language model in a particular epoch and actual data) and constant
afterwards. Finally, we obtained embedding outcomes, composing a
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Fig. 1. Rating (averaged; 𝑋-axis) and proficiency (𝑌 -axis) by L1 and topic. Note. The shaded areas indicate 95% CIs of each regression line.
total of sets (the number of sentences in the dataset) of arrays (the
labels of writings in the dataset). To determine the representative value
of each document, we excluded outliers from a cluster of values in each
document produced by the model (cf. Breunig et al., 2000). Excluding
outliers this way and using centre values in a cluster helped us to
control for potential overfitting issues, thus affording us more reliable
model outcomes. The trimmed data were reduced to two-dimensional
embeddings using the t-SNE technique (Van der Maaten and Hinton,
2008).

We used these embeddings to calculate similarity scores between the
centre value of the individual learners’ writing and that of the native
speakers’ writing (as a whole) using cosine similarity as in Eq. (1).

𝑐𝑜𝑠(𝜃) = 𝐴 ∗ 𝐵
‖𝐴‖ ‖𝐵‖

=
∑𝑛

𝑖−1 𝐴𝑖 ∗ 𝐵𝑖
√

∑𝑛
𝑖=1

(

𝐴𝑖
)2 ∗

√

∑𝑛
𝑖=1

(

𝐵𝑖
)2

(1)

𝑖 and 𝐵𝑖 are components of vectors A and B, respectively. A*B is
he dot product of the two vectors. ‖𝐴‖ and ‖𝐵‖ are the Euclidean
orms of the two vectors (i.e., vector lengths), which are defined as
𝐴2
1 + 𝐴2

2 +⋯ + 𝐴2
𝑖 and

√

𝐵2
1 + 𝐵2

2 +⋯ + 𝐵2
𝑖 , respectively. Cosine sim-

larity was calculated by dividing the numerator by the denominator,
roducing values ranging from 0 (perfectly dissimilar) to 1 (perfectly
imilar).

.3. Human rating

We recruited 10 raters (𝑀𝑎𝑔𝑒 = 32.9; SD = 8.69) who were ex-
erienced instructors of Korean (𝑀𝑦𝑒𝑎𝑟 = 3.5; SD = 3.48) and had
elevant academic degrees. They were asked to evaluate learner essays
or content, organisation, and language use (as employed in the writing
valuation process of the Test of Proficiency in Korean). Each category
as measured on an eight-point Likert scale through an online platform

Table 3). We calculated each rater’s score by summing all the scores
rom these three categories.
4

2.4. Statistical analysis

Similarity scores or human rating scores (independent variable) and
proficiency scores (dependent variable) were fitted to three separate
linear mixed-effects models (with Rating and Group as fixed effects
and Topic and Participant as random effects for the rating–proficiency
model; Similarity and Group as fixed effects and Topic and Participant
as random effects for the BERT–proficiency and GPT-2–proficiency
models) using the lme4 software package (Bates et al., 2015) in R
(R Core Team, 2023). Each model included the maximal random-
effects structure allowed by the model (Barr et al., 2013). Considering
the gradient nature of proficiency, we treated the proficiency scores
as a continuous variable. We also computed each model’s 𝑅2 value
using Nakagawa’s 𝑅2 (Nakagawa and Schielzeth, 2013; conditional 𝑅2

considering both fixed and random effects). We note that we did not
include time spent in Korea in the models as a random effect because
of model convergence.

3. Results

3.1. Human rating and proficiency

Before evaluating the relationship between the similarity scores and
the proficiency scores, we checked the relationship between the rating
scores and the proficiency scores as a reference. Fig. 1 presents the
relationships between human rating scores (averaged) and proficiency
scores by learners’ L1 and essay topics. We found that, except in the
case of CZH’s writing for T2, a positive tendency between human rating
and proficiency was observed. However, the global model (𝛼 = .05)
did not statistically support this observation (all ps > .05). Additional
by-topic analyses (𝛼 = .025) revealed a main effect of Rating only for
Topic 3 (𝛽 = 6.823, SE = 2.590, 𝑡 = 2.635, p = .009, 𝑅2: 0.306),
indicating that the rating scores explained the proficiency scores only
for this topic. We also conducted by-group analyses per topic through
linear regression (due to the non-convergence of linear mixed-effects
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Table 3
Human rating rubric.

Assessment type Questions: ‘‘Did the writer. . . ’’

Content perform the given task faithfully?
compose the contents relevant to the topic?
express the contents in a proper and diverse way?

Organisation compose the contents clearly and logically?
systematically connect the contents, using discourse markers that help the
development of logic?

Language use appropriately use grammar and vocabulary and in various/proper ways?
use grammar, vocabulary, spelling, and so forth accurately?
maintain formality considering the purpose and function of writing?
Table 4
Statistical outcome: Global model (𝛼 = .05).
modelling; 𝛼 = .0125) but revealed no significance in explaining the
outcome variable (Proficiency) by the predictor variable (Rating). This
esult has several explanations, such as the relatively small data set and
aters’ conservatism for the rating (as shown by the small variability
n the individual rating scores per topic). Nevertheless, human rating
obtained manually and holistically) seems to reveal learner constructs
proficiency in this study) to some degree and more or less consistently.

.2. Similarity and proficiency

Fig. 2 presents the relationships between similarity scores and pro-
iciency scores by model, learners’ L1, and essay topic. Whereas the
isual trend between the human rating scores and the proficiency
cores was relatively uniform (although statistically insignificant), the
imilarity–proficiency relationships were visually idiosyncratic. This
inding indicates that the similarity scores, obtained automatically from
he transformer models, may fundamentally differ from the rating
cores obtained holistically from human evaluation.

Tables 4 and 5 present the outcomes of the two statistical models
BERT–proficiency; GPT-2–proficiency). The global models revealed a
ain effect of Similarity, indicating that the similarity scores obtained

rom BERT and GPT-2 generally explained learner proficiency. How-
ver, additional by-group and by-topic analyses revealed a main effect
f Similarity only for two cases: BERT, ENG, T3 and GPT-2, ENG, T2.

This finding indicates that the extent to which the similarity scores
from each transformer model explained the proficiency scores was
contingent upon group and essay topic.

This inconclusive pattern of model performance bears two indi-
cations. One is that the operation of these models may have been
asymmetrically influenced by such factors as learners’ L1 and essay
topics, thus generating eccentric performance in explaining proficiency.
Previous studies have revealed the impact of learners’ L1 (Ströbel et al.,
2020) and essay topics (Yang and Kim, 2020) on L2 writing, but the
inconsistencies in the by-model performance render it insufficiently
clear to precisely evaluate their roles in addressing proficiency in
this study. Hence, we acknowledge that the current results are not
fully informative in revealing each model’s sensitivity to these factors;

more research is needed to address this issue. The other indication is

5

that the models may not have been adept at extracting a centralised
tendency from learner writing. We could not statistically confirm all
the visual trends between the similarity scores and the proficiency
scores. Moreover, there were large variances, and sometimes bipo-
larised classification (i.e., two big clusters around zero and one), of
the essays’ similarity scores, as demonstrated by the dispersion of
individual data points in the scatterplots. These results imply that the
models’ capacity to capture a major trend explaining learner writing is
limited, possibly resulting in the deviation between the similarity scores
and the corresponding proficiency scores.

To address model performance against proficiency in more detail,
we created two within-L1 proficiency groups with seven writings whose
similarity scores were the highest or lowest in each model. Based on
this grouping, we scrutinised two cases: one in which a participant
was uniformly classified into either group by the two models for each
topic (Table 6) the other in which a participant was classified into
one group by one model but into the other group by the other model
(Table 7). The results in Table 6 show that, although each model could
consistently classify some participants’ essays into the same proficiency
groups, the extent to which this classification occurred varied by learn-
ers’ L1 and essay topics. This finding indicates the variability in each
model in computing the similarity scores, contributing to the inconsis-
tency in the overall similarity–proficiency relationships. In particular,
as Table 7 illustrates, the finding that the same participants could be
classified into both proficiency groups depending upon the model used
clearly indicates the by-model variability in handling the same data.

Although caution must be taken in interpreting these results due to
the small sample size, they suggest that not all the models revealed
learner constructs – proficiency – consistently and to the same extent.

4. General discussion

This study investigated the informativeness of text similarity com-
puted by two transformer models using L2-Korean written production
data, which was evaluated with reference to general proficiency in Ko-
rean. The findings revealed asymmetric degrees to which the similarity
scores explained the proficiency scores, which largely differed from the
rating–proficiency tendency. Examining how these models classified
the essays into proficiency groups showed that the performance of these
models varied by the learners’ L1 and the essay topics.
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Fig. 2. Similarity (𝑋-axis) and proficiency (𝑌 -axis) by model, L1, and topic. Note. The shaded areas indicate 95% CIs of each regression line.
4.1. Why did the transformer models work this way?

We identify some promising factors that may have contributed to
these outcomes. One factor lies in the learner language itself. Each
model that we developed in this study was based on the representative
pre-trained models created on large-scale and balanced L1 corpora,
comprising typical L1 usage with varying styles and sophistication. In
6

contrast, learner language involves considerable variability and am-
biguity, including simple or short sentences and erroneous word use,
often deviating from the target L1 usage (Meurers and Dickinson, 2017;
O’Donnell et al., 2013). Furthermore, learners’ use of proper names or
rare words that would not have been found often in L1-Korean usage
(e.g., lwuiciayna ‘Louisiana’, hanmeli ‘one head [one person’s idea]’), to-
gether with foreign words written in Korean characters (e.g., monopolli
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Table 5
Statistical outcome: Additional analysis (𝛼 = .025).

Note. We used linear regression for this analysis due to the non-convergence of the linear mixed-effects models.
Table 6
Participants uniformly classified into the same proficiency group for each topic.

Highest Lowest

CZH Topic 1 6, 10, 14, 18, 23 22, 28
Topic 2 5, 18 15, 21
Topic 3 8, 9, 16, 33 11, 20, 25

ENG Topic 1 19 –
Topic 2 5 28, 33
Topic 3 8, 19, 26 3, 18

‘monopoly’) may have additionally affected the similarity-score calcu-
lation process (cf. Liu et al., 2021). These aspects may have adversely
affected the models’ performance. Previous research has often argued
that the direct application of NLP methods and techniques, which are
trained exclusively on L1, general-purpose data, to L2 data may not
yield reliable outcomes (Kyle, 2021; Meurers and Dickinson, 2017)
because of the domain-specificity inherent in computational models.
Relatedly, Sung and Shin (2023) showed L1 models’ global failure to
faithfully handle L2 datasets (and their improvements when fine-tuned
on L2 training sets). Thus, further research is needed to assess whether
and how fine-tuning currently available L1-based NLP tools on the
target L2 data adjusts the tools’ performance using these data.

Language-specific properties involving sentence formation in Ko-
rean, such as word order, case-marking, verbal morphology, and scram-
bling or omission of sentential components (Sohn, 1999), could also
contribute to the unsatisfactory performance of these models (cf. Shin
and Jung, 2021). To illustrate, L2 writers’ infrequent or creative com-
binations of content nouns and case markers or unusual retention of
sentential components, which would be absent in a native speaker’s
writing, would increase the unpredictability of subsequent tokens. This
unpredictability may have aggravated these models’ computations of
learner writing relative to native speaker writing, leading them to
assign similarity scores to the learner essays that deviated from the
7

writer’s proficiency score. Such deviations would have remained less
prominent if we exclusively considered (L2-) English, which is struc-
turally simpler and more straightforward than Korean. Accordingly,
the scope of NLP-based research on learner corpora must be extended
to under-represented/resourced languages to ensure a more nuanced
understanding of its challenges and potential.

In addition to the two factors above, the characteristics of the
transformer models’ internal algorithms could also explain this discrep-
ancy found in our results. The transformer architecture utilises raw
sentences (with no Part-of-Speech information tagged) as a basic data-
processing unit, as is typical for such modelling. Information about
portions of the sentences obtained through tokenisation methods then
predicts the items following these portions, assuming that a sequence
comprises a context that allows it to share certain distributions or
meanings (cf. distributional semantics hypothesis; Firth, 1957). Thus,
the organisation of a sentence, or the collection of tokens in order,
matters in the operation of these models. In this respect, the basic unit
of data processing — sentence — may not be ideal for handling learner
writing. In general, sentences that the learners produced were shorter
in length than those from native speakers (Table 1). This simplicity, in
addition to the characteristics of learner language and language-specific
properties of the target language, may have inhibited these models from
an ideal operation like what humans do in essay rating.

If our reasoning is reasonable and valid, it is broadly consistent
with one general limitation to the current NLP techniques for text
similarity (and beyond): they rely heavily on sequences of tokens
— whether words, syllables, or characters. This characteristic ren-
ders it challenging for a computational model to identify a context
involving semantic–pragmatic features (in a genuinely linguistic sense)
during data processing, which is likely how humans evaluate text
quality. Considering the transformer’s state-of-the-art performance in
many downstream tasks, future research should clarify whether and to
what degree the algorithms of transformer models access and reveal
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Table 7
Participants differently classified into the proficiency groups for each topic.

CZH ENG

Participant BERT GPT-2 Participant BERT GPT-2

Topic 1
9 Highest Lowest
12 Highest Lowest
33 Lowest Highest

Topic 2 23 Highest Lowest 34 Highest Lowest
17 Lowest Highest 14 Lowest Highest

Topic 3 6 Highest Lowest
33 Lowest Highest
i
S
M

contextual/discourse information from the given text in automatically
evaluating (learner) writing.

To clarify, we are not claiming that these models do not perform
well with all learner corpora; their performance with other learner
corpora should be addressed in more detail by subsequent research
with various (and larger) L2 data. Moreover, comparing multiple sub-
models with the same architecture(s) but hyperparameter variations
is not the focus of the current study. A line of research has revealed
the asymmetric performance of a computational model on addressing
human language behaviour contingent upon architecture type or ma-
nipulation of the model’s hyperparameters (Hu et al., 2020; Shin and
Mun, 2023). In this regard, the findings of this study need to be re-
assessed in terms of architectures and model hyperparameters, which
is an important avenue for future research.

4.2. Broader implications in the field

Given the recent trend of NLP techniques being widely used in
learner corpus research, this study’s findings suggest that utilising
computational models for research or instruction must be grounded
on a sound understanding of how algorithms work and the various
factors that could affect their operation. Our findings suggest that
language educators must be knowledgeable about the selection and
application of these models to learner corpora. The application of
computational technology, represented as artificial intelligence (AI), to
educational fields has recently accelerated due to rapid environmental
changes, such as the COVID-19 pandemic and the high demand for
individualised support for students and classrooms (Pai et al., 2020;
Toncic, 2020). However, within the AI-to-education context, a gap
exists between deploying AI and understanding AI: educators’ compe-
tence in critically evaluating computational technology and properly
utilising it appears not to keep abreast with current understanding
(Ottenbreit-Leftwich et al., 2010; Tondeur et al., 2012). While some
researchers actively offer the research–technology interface (Crossley
et al., 2019; Kyle, 2016; Lu, 2010), the majority in this field remain
consumers of the existing tools. Merely learning how to use AI-based
tools and not understanding how they work tends to cause practitioners
to struggle in real-world education settings (Bullock, 2016), rendering
their endeavours incomplete.

Therefore, enhancing language educators’ understanding of com-
putational technology may be essential to improving its application
in educational contexts while critically evaluating its strengths and
weaknesses (Holmes et al., 2019; Seufert et al., 2021). This skill,
dubbed AI literacy, involves basic knowledge of algorithms – central to
AI (Holmes et al., 2019) – and basic programming skills that enable one
to answer questions such as ‘‘How similarly or differently do various ar-
chitectures operate?’’ ‘‘In what aspect do model hyperparameters relate
to outcomes for data processing?’’ and ‘‘To what extent can we explain
the results by algorithms?’’ An emerging line of research supports this
view (Long and Magerko, 2020; Ng et al., 2021), suggesting that pro-
viding educators with the fundamentals of computational technology
during teacher training will improve AI literacy and promote active
communication with computer scientists and NLP specialists in dealing
with technology-centred issues in education. The implications of our
8

results closely align with this perspective: automatically computed text
similarity varies by model, and without knowledge about the trans-
former architecture, one cannot interpret the outcomes properly. AI
literacy can alleviate this issue, ensuring practitioners understand why
this variation happens and can make informed decisions about which
techniques to choose based on their research or educational needs.

5. Conclusion

Although the current study generated meaningful findings, it has
its own limitations. First, we considered text similarity and proficiency
as a proxy for text quality and learner constructs, respectively. How-
ever, text quality and learner constructs are multifaceted concepts, so
relying only on two specific aspects may limit the implications of this
study. More indices of text quality (e.g., discourse coherence), together
with various learner constructs, must be considered to elucidate the
precise relationship between these factors. Second, the input that our
transformer models encountered — a sentence with no correction of
typos and spelling or spacing errors — may have led them to be some-
what oblivious to properly measuring inter-sentential elaboration of
ideas. Thus, although challenging, incorporating paragraph-level ideas,
with different approaches to handling sentences, into the automatic
evaluation of learner writing will benefit researchers.

Third, our choices and decisions in executing these simulations
were based on the limitations on (i) utilising large language models
and their related computational procedures in an ideal way (e.g., re-
stricted access to the latest algorithms and pre-trained models, weak
computing power, high cost for using GPUs or external servers) and (ii)
working with small-scale learner corpora (due to the manual processes
involving data collection [essay, proficiency] and essay grading [by
human raters]). Although we tried our best to acquire and secure the
resources required to conduct the simulations at the moment of study,
our endeavour was notably restricted in various aspects. While we
believe that the implications of this study still support the possible
factors that we identified pertaining to addressing model performance
and the necessity of AI literacy, the resource-wise limitations in the
current study could prevent us from fully justifying the two models’ be-
haviours in the given simulation environments. Therefore, replicating
this study with enhanced computational resources and a larger sample
size would be required to verify its conclusions, especially concerning
the unsatisfactory performance of the models. This is what we plan to
do next.

These limitations notwithstanding, the findings of the present study
shed light on how informative transformers are of learner constructs.
Based on the findings, researchers should consider the algorithmic char-
acteristics of these models, together with learner- and target-language
properties, in the automatic processing of learner corpora.
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